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Artificial Intelligence in Computerized Linguistic Analysis

By Timur Tokmouline

Every day human beings read newspapers, books, and engage in conversations

with others. All of these activities are forms of human communication and involve clever

manipulation and interpretation of the obtained information in form of textual data.

Textual data is classified according to the nature of its content: scientific, literary, public,

conversational, etc. The process of manipulation and interpretation of textual data is

better known as linguistic analysis or natural language understanding.

From the official beginning of the computer science in early 1950's, computer

scientists have attempted to create an intelligent computer, which would be capable of

analyzing textual data. Many resulting programs appeared to work well, however "under

the hood," they were mere matching programs, trying to relate a supplied sentence with a

sentence structure stored somewhere in the program database. The program then used this

structure to compose questions according to found sentence structure. In other words, the

analysis done by such program yielded nothing more than a clever manipulation of the

input, whereas the human linguistic analysis could determine the nature of the action

portrayed by the input. Thus, it is evident that to this day, the human linguistic analysis

has not been simplified and formalized down to the computer algorithm.

Although the process of linguistic analysis is a vivid sign of intelligence, it is also

a very boring and tedious task that occupies a lot of time. For example, school teachers as

well as college professors spend enormous amounts of time on composition of tests based

on educational materials. The same way, many educational agencies that make
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standardized tests, such as Educational Testing Service, hire people to analyze textual

information from many books for composition of those tests. Perhaps computerization of

human linguistic analysis can relieve many people from spending long hours on nothing

but text analysis; after all, time is money! But is this possible? In other words, can the

human linguistic analysis be simplified and formalized down to a computer algorithm?

In order to be able to answer this question, we must first explore the basics of

linguistics. First, it is a fact that all textual data is composed of fundamental text units

called sentences. All of the sentences are known to be "extensions" of simple sentences.

Hence, in order for one to be able to analyze textual data, he or she must first be able to

analyze a simple sentence. The Science of Linguistics defines a simple sentence to be the

most abstract type of sentence, having only one subject and only one predicate. It is also

very well known that such sentences may be of different types: affirmative, negative,

interrogative, imperative, informative, etc.

All textual data is classified according to the nature of its context: scientific,

literary, public, conversational, etc. This experiment uses the analysis of English

scientific textual data, because this kind of textual data is usually the main "supplier" of

the information and follows a very formal set syntactic structure. Such textual data is

largely made up of simple informative sentences (sentences that give new information.to

the reader). Hence, if it is possible to analyze a simple informative sentence, it is possible

to analyze scientific textual data.

But what does "analyze a simple informative sentence" mean? In order to answer

this question, it is necessary to consider the more important members of the sentence.

3
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"A sentence consists of two parts: the subject and the predicate. The subject of the

sentence is the part about which something is being said. The predicate is the part which

says something about the subject"(Warriner, 40). From this we can infer that the nature of

the action portrayed by the sentence, or the nature of the message carried by the sentence,

is enclosed in the predicate. Hence to be able to analyze the predicate is to be able to

analyze the sentence.

In order to analyze predicate, it is imperative to first single out all possible forms

in which predicate exists. Linguistics always defined predicate as a verb or as a

combination of verbs, and it is well known that verbs tell about time, aspect and voice.

Actions in all languages take place either in the past, present, or future tenses. Moreover,

each verb has its own aspect, or its own basic nature. An aspect of a verb can be

indefinite, continuous, perfect, and perfect continuous. Verbs with indefinite aspect

describe actions that take place once or constantly repeat. Verbs with continuous aspect

depict actions that have no beginning or end. Those verbs that have perfect aspect portray

actions that have no beginning but do have an end. The verbs that have perfect

continuous aspect describe actions that have no beginning and no end, but yet do produce

some sort of result. The verbs that describe the actions done directly by the subject are

said to have active voice. Likewise, the verbs that describe the actions that are performed

on the subject but not by the subject are said to have passive voice. Table 1 accurately

shows all the possibilities of composition of predicate with active voice, and table 2

shows all the possibilities of composition of predicate with passive voice.

Linguistic studies conducted by scientists (linguists) beginning in 1960 resolved

the more frequently used possibilities of predicate compositions into a geometric figure, a

4
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ACTIVE
Past Present Future

indefinite
f-----

-ed;ll 0,-s,-es Shall
+infinitive

Will
Continuous Was

+ing
Were

Am
1.s +ing
Are

Shall
+be+ing

Perfect Had 4-edin
Have

± ed.
Has 111

Shall
+been+ecl

Will Ill

Perfect
' COntinuous

----

H been+ing
Have

+ nbee+ing
Has

Shall
+have+been±ingave+been+ing

will--,

Table 1. Active Voice
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PASSIVE
Past Present Future

Indefinite
Be+ed

III

Was
+ ed

Were III

Am
Is +ed
Are III

Shall
+be+ed

Will III

Continuous
Be being ed

III

Was
+being+ed

Were III

Am
Is +being+ed
Are III

Shall
+be+being+ed

Will III

Perfect
Have+been+ed

III

Had+been+ed
III

Have
+been+ed

Has III

Shall

Will III

Perfect
Continuous
Have+been+being+ed

Ill

Had+been being+ed
III

Have
+been+being+ed

Has III

Shall

kill
have+been+being+ed

III

Table 2. The Passive Voice
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parallelogram (See figure 1), where the tense, the aspect and the voice are better

diagrammed.

All of the forms of predicates listed in Table 1 and in Table 2 are only recognized

initially as possibilities; some forms of predicates (with the passive voice) are not used in

daily language because they are too complex. Whether one of the candidate forms on

either one of these tables is determined by many other factors which surround the verbs

that compose a candidate form for the predicate.

Hence, to analyze the predicate, is to determine the composition (all the verbs that

compose it), the tense, the aspect, and the voice of the predicate. Now, using the

transitive property of logic(if a leads to b and b leads to c, then a leads to c), we can

conclude that simplification and formalization of human linguistic analysis down to a

computer algorithm is possible if and only if a thorough analysis (determination of tense ,

aspect, composition, and voice) of predicate of a single sentence is possible.

In order for any analysis to be done on the sentence, the sentence must first be

broken down into words. Then, every word must be identified to a part of speech (noun,

verb, adjective, etc.) So the first step in such algorithm is parsing of sentence (breaking

down of the sentence into words and then recognition of individual words as parts of

speech). The problem that arises right away is the ambiguity; in English, some words can

serve as verbs, adjectives, and nouns in different situations. The first step to solve this

problem is make a list of parts of speech for each word (e.g. for can, such list is "verb

noun"). Then, we must then use some common lexical assumptions (listed below) to

single out the part of speech to which each word belongs. English language presents a

rather large number of possibilities of structures, thus making it nearly impossible to

BEST COPY AVAILABLE
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account for all possibilities. Therefore, the listed assumptions will not get rid of

ambiguity one hundred percent of the time.

The word that comes right after an article is a noun.

The word that comes right after a preposition is either an article or a noun.

The word that comes right after a noun is a verb.

A word that comes after a modal verb is also a verb.

A word that comes after a verb and seems to be a derivative of some verb with an

"ing" ending is also a verb.

A word that comes after a preposition and has an "ed" ending is an adjective. (If it

doesn't have an "ed" ending, it is a noun).

A word that ends with "ed" and comes after "am", "is", "are", "was", "were", "will",

"would", "shall", or "should" and before "to", "for ", "from", "in", "on", or "of" is a

verb.

A word that ends in "ed" and comes after a verb and is a derivative of some verb, is

also a verb.

A word that ends in "ed" and comes before an article but not after a verb, is a verb.

A word that ends in "ing" and is the first word of the sentence, is a noun.

A word that ends in "ing" and comes before an article is a verb.

After the ambiguity problem is resolved, it is necessary to proceed to the core of the

analysis: finding the possible candidates for a predicate of the sentence. The traditional

approach to any analysis that traditional computer science takes involves a consideration

of as many possibilities as possible. All candidates for a predicate in a sentence must be

expressed in one of the possible candidate forms displayed either in Table 1 or in Table 2.

10 BEST COPY AVAILABLE
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If a candidate satisfies one of the forms mentioned either in Table 1 or in Table 2, it is the

predicate of the sentence.

Now that the general algorithm for finding the predicate in a simple, informative

sentence has been developed in theory, there is one step left that is needed to be

completed in order for the experimental problem to be thoroughly answered. That crucial

step is the testing of the developed algorithm with hopes that it works. The best way to

accomplish this (also the only way) is to build a program, which would be based on this

algorithm. This is exactly what was done (by me), and the source code for that program is

available upon request. So if one knows if the program works, then one also knows that

the algorithm also works successfully. But how is it possible to know if the program

works? One possible way to do this is to feed a set of simple sentences to the program,

and then observe if the program would find the predicate in those sentences correctly. If

the program does correctly identify the predicate, then the algorithm works successfully.

Thus, the following sentences were fed to that program:

The SI standard unit for length is the meter.

The word atom is from the Greek word meaning indivisible.

All matter is composed of extremely small particles called atoms.

John Dalton was interested in the composition and properties of gases.

Atomic structure refers to the identity and arrangement of smaller particles

within atoms.

Atomic theory has been expanded to explain the new observations.

The output of the analyzing program for each one of the sentences is attached.

11
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It is now evident that the program has correctly identified and analyzed the

predicate of each one of the six supplied sentences, because each predicate was correctly

located and its tense, aspect, and voice correctly determined. From this, one can directly

conclude that the program and the algorithm perform as expected, yielding correct

analysis. As you can see, the working algorithm that can successfully analyze a predicate

of a simple informative sentence now does exist. Hence, because the algorithm that can

successfully analyze a predicate of a simple informative sentence now does exist, the

algorithm that is formalized and simplified version of human linguistic analysis also does

exist. The amount of possibilities that needed to be considered to merely find a predicate

of a simple informative sentence is massive. From this we can infer that the amount of

possibilities that will need to be considered is absolutely prodigious.
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